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ABSTRACT
In recent years, researchers in several scientific disciplines have be-
come concerned with published studies replicating less often than
expected. A positive side effect of this concern is an increased appre-
ciation for replicating other researchers’ work as a vital part of the
scientific process. To date, many such efforts have come from the
experimental sciences, where replication entails running new ex-
periments, generating new data, and analyzing it. In this article, we
emphasize not experimental replication but data analysis replication.
We do so for three reasons. First, experimental replication excludes
entire classes of publications that do not run experiments or even
collect original data (for example, papers that make use of economic
data, census data, municipal data, and the like). Second, experimen-
tal replication may in some cases be a needlessly high bar: there
is great value in replicating the data analyses of published experi-
mental work. As analytical replications require a lower investment
of time and money than experimental replications, their adoption
should expand the number and variety of scientific reproducibility
studies undertaken. Third, we propose educating undergraduate
students to perform data analysis replications, which has scalable
benefits for both the students themselves and the broader research
community. In our talk we will provide details of a pilot program
we created to teach undergraduates the skills necessary to conduct
data analysis replications, and include a case study of the first set
of students who completed this program and attempted to replicate
a widely-cited social science paper on policing.
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1 INTRODUCTION
Researchers in several scientific disciplines are concerned with a
replication crisis in which the results of published studies repli-
cate less often than expected [2, 13, 19]. This alarming realization
presents the scientific community with both the challenge and
the opportunity to improve how research is done. A good deal
of progress has already been made in this direction in terms of
increasing the reliability and verifiability of published work.

For instance, many researchers have adopted the practice of
pre-registration, which amounts to publicly declaring the design
and analyses of a study (e.g., hypotheses to be tested, experimental
manipulations to be studied, and statistical tests to be run) before
conducting it [14]. Publicly declaring the details of a study forces
researchers to think about these technicalities before any data are
collected or analyzed, which reduces (and ideally eliminates) the
type of data-dependent decision making that can otherwise lead
to high false discovery rates [11, 21]. It also has the benefit of
enabling reviewers and consumers of a study to easily check if the
study was executed as planned, which helps to distinguish between
exploratory and confirmatory research [6, 14].

Standards have also improved around how research results are
shared with the community. For example, some journals now re-
quire authors to submit transparent research materials such as data
and analysis code with their publications,1 making it easier for
others to check and verify their work and build upon it. Other
outlets leave this as optional, but reward authors with badges or
provide similar incentives for submitting reproducible work.2 In
addition, improvements in software engineering practices, open
source software tools, and computational infrastructure have made
it easier than ever for authors to share their work in a way that is
convenient for others to check and extend.

The hope is that these practices will eventually become com-
monplace, leading to more credible original findings and early iden-
tification of problematic results. In the meantime, however, there
1See, for instance, the data policies for PLOS One (https://journals.plos.org/plosone/
s/data-availability) or the American Economic Review (https://www.aeaweb.org/
journals/policies/data-code/).
2For examples, see badges awarded by the Association for Computing Machinery
(https://www.acm.org/publications/policies/artifact-review-badging) and the Open
Science Framework (https://osf.io/tvyxz/wiki/1.%20View%20the%20Badges/).
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is a good deal of existing research that does not adhere to these
standards, making it difficult to assess the reliability of previously
published work. Often readers are only presented with claims with-
out access to any of the data or code that produced them.

A natural solution to this problem is to independently repeat the
entire procedure specified in the paper and check to see if similar
results are obtained. There have been notable recent efforts to do so,
mainly in fields such as experimental psychologywhere replications
involve running entirely new versions of a previously described
experiment [16]. This requires recruiting new subjects, collecting
new data, and following the original analysis plan to test previously
specified claims. These replication projects are impressive, but are
also costly and relatively difficult to scale as they require the time
and expertise of highly trained researchers who, for instance, have
access to a physical laboratory and are experienced in running
human subjects experiments.3

Less attention, however, has been paid to reproducing the results
of non-experimental work, for instance from research that relies on
publicly available surveys or observational data. There is an abun-
dance of such research, and reproducing these results has a much
lower barrier to entry compared to reproducing experimental work.
Assuming the underlying data behind such studies are publicly
available, in principle all one needs to reproduce data analyses and
results is access to and training with standard software packages
to program and run the stated methods in the original work.

It is our conviction that there should be more data analysis repli-
cation attempts. What would it take to get the scientific community
to embrace them? In theory, such replications could come as a re-
sult of journals and research institutions rewarding this type of
work. There has been some progress in this direction, but many
researchers have not rushed to prioritize (data analysis) replica-
tions over other research activities. At the same time, there is an
alternative approach that relies on a large pool of individuals who
could aid in this effort, and benefit from doing so in the process:
undergraduate students.

Engaging undergraduates in data analyses replications is in some
sense a natural match. There is a sizeable overlap in the skills needed
to perform data analysis replications and the skills that we aim to
teach students at the undergraduate level, specifically in statis-
tics, the social sciences, computer science, and data science. And
whereas it might be difficult to incentivize established researchers
to work on data analysis replications, it is relatively straightfor-
ward to incentivize undergraduates to do so, by simply assigning
data analysis replications as homeworks or class projects. Not only
would this be an effective way to reinforce the skills that students
are already being taught, but it also offers students a unique per-
spective on research and encourages them to think critically about
the scientific process. The result of such a program would be a
scalable mechanism for vetting scientific studies with benefits for
both researchers and students alike.

In the rest of this paper we first define what we mean by data
analysis replications in more detail and distinguish them from
other efforts to replicate published work. Then we present a case
study conducted as part of a training program we developed for

3There are, however, a few notable efforts to engage undergraduates in re-running
entire experiments in lieu of more experienced researchers [4, 10].

undergraduate students at a data science summer school, in which
the students attempted to replicate a widely-cited social science
paper on policing. We discuss challenges the students faced and
insights their work revealed that might not have been obvious
without a data analysis replication. For more details about the
training program and case study, we refer the reader to a longer
version of this paper that can be found at https://osf.io/wv3bh/.

2 DATA ANALYSIS REPLICATIONS
What do we mean by a data analysis replication? Before answering
this question, we should note the point of this manuscript is not
to debate the semantics of different terms used to categorize repli-
cation attempts, among which there is a good deal of confusion
and disagreement [7, 15, 17, 18].4 We also do not wish to suggest
that data analysis replications are an entirely new concept. In fact,
there has been growing interest in various kinds of data analysis
replications over the past few years [9, 20]. However, because this
category of work typically receives less attention than other kinds
of replications, our purpose is primarily to promote data analysis
replications as an effort worth undertaking, and to provide advice
on carrying them out.

To clarify the terms we will use going forward, by a data analysis
replication we mean an attempt to verify the claims of a paper by
writing new analysis code that follows themethods in the paper with
the original data used by the authors. As shown in Figure 1, this is
more involved than a reproducibility check that simply amounts
to having a third party run the author’s same analysis code on
the original data from the paper. It is also distinct from and less
involved than experimental replications, which require running an
entirely new experiment, collecting new data, and conducting a new
analysis on this newly collected data. Data analysis replications, in
contrast, focus on only the last step of writing new analysis code
using existing data.

As a result, data analysis replications involve much less work
than experimental replications while simultaneously applying to
a broader range of scenarios than both reproducibility checks and
experimental replications. For instance, data analysis replications
apply to work that relies on surveys, observational data, or publicly
available data of any sort used in a research paper. They also apply
to existing datasets generated from experiments. In all of these
cases one can ask whether, given the data and the description of the
analysis in the paper, the claims of the paper can be replicated. Data
analysis replications are important when the focus is not on the
data generating components of a study, but rather on the analyses
which treat the data as given.

Figure 2 is a simple flowchart to help determine whether a data
analysis replication is possible in a given setting. The main require-
ment for a data analysis replication is an existing dataset. This can
come in two forms. The first is a well-documented, interpretable
dataset from the authors themselves. If this is not available—or if
one wants to check any decisions the authors may have made in
deriving their own version of the dataset—it may be the case that

4We use the definitions of reproducibility and experimental replication provided by
the American Statistical Association [3] that have become commonplace, but these
differ slightly from the definitions used by the National Science Foundation [1].
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Figure 1: A figure following [17] to define what we mean
by a data analysis replication. The first column depicts the
stages of an original study. The second column defines a re-
producibility check, where nearly everything is identical to
the original study, but a third party analyst runs the original
code provided by the authors on the original data to check
results. The fourth column depicts an experimental replica-
tion, which requires an entirely new experiment, new data
collection, and new analysis. The third column defines a
data analysis replication, which sits between a reproducibil-
ity check and experimental replication in terms of effort be-
cause it leverages the original data but requires a new an-
alyst to write new code to check the original claims in the
paper. Note that an “experimenter” is depicted in the repro-
ducibility check and data analysis replication columns, but
is not strictly necessary, as these apply to non-experimental
as well as experimental work.

well-documented data are available from another source. For in-
stance, the paper might rely on publicly available census data from
the government or from data that can be obtained through other
online databases or APIs. From here, if there is interpretable code
available from the authors that runs in a new environment, an exact
data analysis replication is not necessary; one can simply re-run
the existing code to see if results are reproduced, or look to the
code to understand any details of the analysis in more depth than
might be described in the paper. In all other cases a data analysis
replication is possible.

Ideally, all papers would include well-documented data and in-
terpretable, easy-to-run code, making data analysis replications
largely unnecessary. Unfortunately, however, it is often the case
that neither data nor code are made available, and most publication
outlets do not require them. The next most common case is that the
data used by a paper are available, but that the corresponding code
is either unavailable or difficult to re-run or understand due to bro-
ken software dependencies.5 The case we are concerned with here

5For an interesting example of this, see [12], where 12 papers were submitted to a
special issue that used the same dataset—which was agreed upon in advance—and only
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Figure 2: A flow chart to determine if a data analysis repli-
cation is possible given information about the original data
and code used in a paper. If well-documented data are avail-
able from either the authors or another source, and the au-
thors provide code, and the code runs without modification,
and the code is interpretable, a data analysis replication is
not strictly necessary but can still be done. In all other cases
where data are available, a data analysis replication is possi-
ble.

is when one must write independent code based on the methods
described in the paper.

Data analysis replications are primarily focused on verifying
past claims, but also leave room for critical thinking and robustness
checks. It may be of interest to examine how sensitive a previ-
ous result is to the set of analysis choices made in arriving at that
claim [6, 8]. For instance, perhaps the authors used a particular
statistical method to test a hypothesis, but upon re-implementing
this analysis it becomes apparent that the data do not adhere to
certain criteria required for the test (e.g., an ANOVA was done with
non-normally distributed residuals). Likewise, it could be the case
that changing the way a particular concept is operationalized—for
example by changing how a continuous variable is discretized, or
modifying a model specification [22]—leads to qualitatively differ-
ent findings than the original paper. These scenarios are certainly
relevant and within scope of a data analysis replication, but our
recommendation is that data analysis replications should focus first
on exact replications of previous claims—following the methodol-
ogy specified in a paper—and only then check the robustness of
these claims to various choices made in the analysis process.

3 CASE STUDY
While data analysis replications are simpler than experimental
replications, they are nonetheless substantial research projects that

7 could ultimately be run by the organizers due to problemswith software dependencies
and package versions, even after a considerable time investment in resolving these
issues. Even when one can run the code, it is often the case that the code is poorly
documented and difficult to understand, leading to little additional insight over reading
the manuscript alone.
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should be valued by the scientific community. Though it might
seem at first glance that data analysis replications can be carried
out quickly, our case study of a month-long replication of a well-
documented recent paper [5] demonstrated that many obstacles can
stand in the way of such efforts. Here we provide a brief summary
of the case study and the challenges we faced in doing it. We refer
the reader to the longer manuscript mentioned above for more
details that we could not include here due to space constraints.

Eight undergraduate students spent four weeks replicating and
extending the analyses in “An Empirical Analysis of Racial Differ-
ences in Police Use of Force” [5]. The students had a background
in programming and familiarity with introductory probability and
statistics, but most of them did not have previous research expe-
rience. We selected this paper because it was a widely-read paper
that was also an ideal candidate for a data analysis replication. It
not only met all of the requirements for a data analysis replication,
but also used relatively simple methodology that seemed straight-
forward to implement and check, relied on two publicly available
datasets,6 and contained more than 100 pages between the main
text and extensive appendices. Importantly, it also included code
which enabled us to attempt the replication before and after looking
at the author’s code.

In short, the data analysis replication amounted to obtaining,
cleaning, and recoding publicly available datasets, checking de-
scriptive statistics on these datasets, and using them to perform a
series of logistic regressions on features derived from them. This
seemed deceptively simple, and the students estimated that they
would complete the replication within a few days, after which they
planned to spend several weeks working on robustness checks and
extending the paper’s original results.

In practice, completing the data analysis replication turned out
to be much more complicated than expected and took several weeks
itself, mainly for reasons that centered around how the original
data were cleaned and featurized. These challenges came despite
the extensive documentation in the paper and its appendix but also
uncovered issues that might not have been clear without undertak-
ing a data analysis replication. It was only after the students gained
access to the original authors’ code that they were able to resolve
some of these issues.

One obstacle was having to speculate how variables were coded
according to the author’s description in the text. Another was get-
ting basic counts (e.g., row counts, type counts) to match published
tables, sometimes because of missing data. A third, and perhaps
most important, obstacle was getting fitted model coefficients to
match those in published tables. Without looking at the author’s
code, the students were able to get numbers that came close to the
published ones, but which did not match exactly.

Performing these analyses led to insights that would not be
apparent to a typical reader of the published work. For instance,
some of the public data (uponwhich the original analysis was based)
were incomplete in certain years, and this affected model estimates.
In addition, some of the public data were inconsistently coded
across years, which required subjective judgments in the analysis
phase and also impacted estimates. Furthermore, we learned that
6The paper contains analyses that rely on two additional datasets, but these datasets
were not publicly available, so we could not attempt a data analysis replication with
them.

a key conclusion of the original work—that blacks and hispanics
were 50% more likely to experience use of force in interactions with
the police—was based on a non-standard way of communicating
risk. We found this number to be only 42% in the replication. The
difference was attributable to the author writing about what is
“more likely” in terms of odds ratios instead of probability ratios.

While we could have arrived at some of these insights by inspect-
ing the author’s code, reaching others—for instance, issues with the
public data—were only made in the process of trying to reproduce
the analysis without looking at the author’s code. We endorse the
practice we undertook here of attempting to reproduce the analysis
without simply re-running the author’s code. For many papers this
will be the only option, as code is often not provided.

4 CONCLUSION
We promote the practice of conducting data analysis replications.
Compared to experimental replications, data analysis replications
invite more types of publications to be replicated because they are
not limited to studies that collect new data. In addition, data analysis
replications can be applied to the data gathered from experimental
papers and be of great value. Because they require less time and
money than experimental replications, data analysis replications
should broaden the set of people who can participate in replication
work, increase the number of replication projects overall, and give
more visibility to papers that have undergone replication attempts.

In closing, we would like to emphasize that data analysis repli-
cations are not just important for assessing the reproducibility of
published work, but also useful for training future generations of
researchers. The undergraduates who carried out the case study
felt that engaging in a data analysis replication gave them valuable
exposure to aspects of the scientific process that they would not
have encountered otherwise for years to come. Typically, conduct-
ing a full data analysis as comprehensive as the one in a published
paper is something that a student would not experience until after
they have been admitted to graduate school, formulated a research
question, and collected data to address it. We feel that bypassing
these steps and going straight into data analysis replications shows
undergraduates more aspects of what researchers do and helps
them make better career decisions. We also believe it nicely com-
plements more traditional textbook-based curricula in statistics by
not only teaching students how to carry out statistical analyses
themselves, but also encouraging them to think critically about
analyses carried out by others in previously published research.
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