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ABSTRACT

An emerging theme in artificial intelligence research is the creation

of models to simulate the decisions and behavior of specific peo-

ple, in domains including game-playing, text generation, and artis-

tic expression. These models go beyond earlier approaches in the

way they are tailored to individuals, and the way they are designed

for interaction rather than simply the reproduction of fixed, pre-

computed behaviors. We refer to these as mimetic models, and in

this paper we develop a framework for characterizing the ethical

and social issues raised by their growing availability. Our frame-

work includes a number of distinct scenarios for the use of such

models, and considers the impacts on a range of different partic-

ipants, including the target being modeled, the operator who de-

ploys the model, and the entities that interact with it.

CCS CONCEPTS

• Human-centered computing → Collaborative and social

computing devices; •Computingmethodologies→Artificial

intelligence; • Social and professional topics→ Computing /

technology policy.
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1 INTRODUCTION

When machine learning (ML) is deployed to replace human effort

on tasks in specific application domains, the primary focus has tra-

ditionally been on the performance of the ML system relative to

human capability on the relevant tasks [44, 68, 69, 91, 92]; but there

has been increasing interest in trying to design ML solutions that

exhibit human-like behavior on the task, generating solutions that

look like what a skilled human being would produce [6, 43, 58, 63].

In domains where there is extensive data on individual behavior, it

becomes possible to build suchmodels not simply on aggregate hu-

man behavior, but tailored to the behavior of specific (individual)

people—a model that tries to simulate the actions of a particular

person in arbitrary situations within the domain.

The idea of designing ML models to simulate specific people is

becoming a reality in a growing number of domains—particularly

for game-playing, where chess engines have been trained to play

like specific human chess players [64], and e-sports avatars have

been trained to play like specific human athletes [71, 97, 98]; and

for writing and text generation, where models have been trained

to produce text in the writing style of specific authors [8] or social

media users [86]. From these realized examples, it becomes possi-

ble to see how the same techniques could be used in other forms of

artistic expression (for example, to compose music in the style of

specific people), or professional expertise (where work in medical

AI is beginning to explore the design of models that try to match

the diagnoses of specific doctors [36]). The concreteness of these

developments makes clear that it is an appropriate time to identify

the common themes across the efforts in these different domains,

and to consider their ethical and social implications.

With this in mind, we define amimetic model to be an algorithm

that is trained on data from a specific individual in a given domain,

andwhich is designed to accurately predict and simulate the behav-

ior of this individual in new situations from the domain. This defi-

nition is intended to capture the examples discussed above, and to

highlight the key themes that we believe are central to them. Cru-

cially, a mimetic model is generative in the sense that it does not

exist simply to predict a specific person’s behavior, but to produce

this behavior in context and thus interact with new environments

and new individuals. In this way, the mimetic model is broader

than any one of its outputs; it is not simply an e-mail message,

tweet, or chess move that looks like it was created by you, but a

mechanism that can be placed in arbitrary situations and produce
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messages, tweets, or chess moves that are designed to resemble

what you would do in these situations.

1.1 Mimetic Models: Analyzing their Ethical

and Social Implications

Within this framework, we ask: What normative issues come into

play when mimetic models enter more widespread use across a

diverse set of domains? In posing this question, we note that the

normative impacts can be both produced and experienced by sev-

eral different parties: the target individual that the mimetic model

is designed to simulate; the creator who builds the model and the

operator who uses it; and finally the party who interacts with the

model.

One of the most immediate concerns about a mimetic model is

its potential to be used for deception: someone could believe that

they are interacting with you when they are interacting with a

mimetic model of you. These concerns are related to the role that

deepfakes play in spreading misinformation [102], and we discuss

the relationships and distinctions with mimetic models further in

Section 4.2.1.

But an animating motivation of the present paper is to real-

ize how many additional normative concerns remain even when

a mimetic model is not being used deceptively—that is, even when

there is transparency about which agents in a given domain are

mimetic models, and which target individuals they are based on.

We organize these concerns into three broad categories, which we

analyze in the subsequent sections of the paper. To give a sense for

some of the questions that motivate this analysis, we begin with an

overview of the three categories and some of the issues that arise

in each.

MimeticModels as aMeans. First, interacting with amimetic

model can be used as preparation for interactions in real life—essentially,

as a means to an end, where the end is the real-life interaction. For

example, in a setting where two people� and � are going to meet

so that � can interview � for a job, we could imagine that� might

“practice” the interview dozens of times with a mimetic model of

� so as to find the types of answers that seem most appealing to

�. And in place of a job interview, we could imagine that � is re-

peatedly practicing their interactions with � in preparation for a

journalistic interview, for a fund-raising pitch, or for going on a

date. You might feel differently, for example, being interviewed by

a journalist if you knew they had spent several days practicing

their interview on a mimetic model of you. And in a competition

such as a chess game, where we’ve noted that mimetic models are

already feasible, � could practice against a mimetic model of a fu-

ture opponent � to identify their weaknesses.

We might reasonably feel that there are qualitative contrasts be-

tween the way this type of preparation operates across different

domains—for example, rehearsing a chess game against a mimetic

model may raise different concerns than rehearsing a conversation

with a future date. But in all cases, the availability of mimetic mod-

els would change the underlying norms and expectations that we

would have for one-on-one interactions between people, the expec-

tations for what people should disclose about the context of these

interactions, and the conclusions we draw from them as a result.

Mimetic Models as an End. Another broad category of uses

we envision are those in which a mimetic model is used not to pre-

pare for future interactions, but as an end in itself. In some cases,

this end might be the potential for interaction with the mimetic

model. For example, chatbots have been used as automated teach-

ing assistants in online class forums [15], but these have tended

to be automated agents trained on aggregate data. We could ask

how the normative considerations might change if an online class

created a mimetic model of each human TA, so that students who

preferred the style of office-hour help offered by humanTA� could

choose their mimetic model over the model of human TA �. This

is a form of work replacement through automation that is highly

personalized, and raises questions about how human labor can be-

come devalued, about the forms of consent and compensation the

real� and� are entitled to, and about the responsibilities themodel

creators have to faithfully represent the behaviors of� and�, given

that will be presented to the world through their mimetic models.

If the mimetic model of � is a highly accurate representation but

also rude to students, should that reflect poorly on the real �? If

students develop a social dynamic in which they are verbally abu-

sive on the forum to the mimetic model of �, what harms has the

real � suffered as a result?

Mimetic models can also be used as an end in themselves when

they are deployed to satisfy the interest of a group that functions

as an audience or a set of spectators. For example, “what if” scenar-

ios are a source of fascination among fans of all sports—in a given

sport, what if �, the greatest player of the 1980s, had had the op-

portunity to play at their peak against �, the greatest player of the

present day? Mimetic models provide a new mechanism for such

thought experiments, and they raise analogous questions of repu-

tation, compensation, and consent. If a mimetic model of former

chess champion � defeats a mimetic model of former chess cham-

pion �, what do we expect to be the reputational consequences

in practice for the real � and �? And what stake should � and

� have in the creation and use of their mimetic models for these

purposes? More narrowly scoped precursor questions have been

the subject of litigation in the video-game domain, when statistics

and likenesses of athletes have been used without consent or com-

pensation [19]; the increasing fidelity of mimetic models has the

potential to intensify all of these considerations.

Mimetic Models of Oneself. Many of the normative consid-

erations involving the use of mimetic models depend on the rela-

tionship of the model’s target to its creator and/or operator. The

cases above make clear how diverse this set of relationships can be.

But a relationship that brings up a specific set of considerations,

and therefore benefits from separate analysis, is the case in which

the operator of the mimetic model is its target—that is, the case in

which someone builds a mimetic model of themself.

There are several natural uses for a mimetic model of oneself.

One of the most basic is as a force multiplier; for example, a model

trained to generate e-mail replies in your style could be used to an-

swer significantly more messages than you are practically able to

handle on your own. This raises questions about the level of disclo-

sure that is appropriate for the authorship of such messages, and

how norms about appropriateness will evolve. A world in which

e-mail messages written by a mimetic model are explicitly flagged



as such may produce different social cues than a world in which it

is left ambiguous which messages were authored by the real you

and which by your mimetic model. The use of effort as a means

of signaling commitment to a relationship would look different in

these two worlds. And even under a norm where people explic-

itly flag messages that were written by their model, there are more

subtle choices about what to disclose and what to reveal. Is it de-

ceptive, for example, for you to use a mimetic model whose level

of politeness has been covertly increased to a level beyond your

own natural politeness? Is this fundamentally more deceptive than

manually following advice, without the use of a model, for how to

write e-mail that sounds more polite?

1.2 Framework and Related Concepts

With this range of potential scenarios in mind, it is useful to return

to the general properties that characterize a mimetic model. As dis-

cussed above, there are three crucial aspects to this type of model:

(i) it is targeted to a specific individual, rather than attempting to

simulate human behavior in an aggregate sense; (ii) it is generative,

in that it produces new behaviors; and (iii) it is interactive, in that

it generates these behaviors in response to interactions with other

individuals or with new environments.

This structure, as well as the scenarios above, make clear that

there are four roles that are important in any mimetic model:

• The target, whose behavior the mimetic model is designed

to simulate.Wewill say that thefidelity of themimetic model

is its accuracy in matching the behavior of the target.

• The creator, who builds the mimetic model. This implies

that, at some level, the creator has at least indirect access

to data about the target.

• The operator, who uses the mimetic model.

• The interactor, who engages in some form of interaction

with the mimetic model. In different scenarios, the interac-

tor might be communicating with the mimetic model, com-

peting against it, or potentially watching it as a spectator.

Because AI systems interact with human behavior in so many

different ways, it is also useful to situate the notion ofmimeticmod-

els in comparison to related concepts. Of course, different concepts

will naturally blend into each other, and so some of the distinctions

that we draw here are questions of degree rather than absolute con-

trasts.

First, recommendation systems naturally depend on personalized

models of their users [9, 85]. We think of these as distinct from the

general formulation of mimetic models in that user models for rec-

ommendations tend to be focused on the narrow task of predicting

a user’s preferences for particular pieces of content, and providing

content that is likely to satisfy the user.

In a different direction, deepfakes are a type ofmanipulatedmedia—

often video—designed to portray specific people engaging in be-

haviors that didn’t occur in real life [101]. These can be used in de-

ceptive or defamatory ways, or in instances where for example a

deepfake of an actor’s image or voice is used in a movie where they

could not appear [4]. Deepfakes clearly raise a number of ethical

considerations that parallel what we consider for mimetic models,

but it is important to note the key distinction that deepfakes tend

not to be designed for unrestricted interaction with their environ-

ment or with others, but rather to present a static, precomputed

set of behaviors.

We discuss these comparisons, as well as additional related con-

cepts, in Section 4.2 later in the paper. We turn next to a more

in-depth discussion of our main categories of scenarios. Through-

out our analysis, we focus on characterizing the novel ethical and

social questions that mimetic models raise. Fully addressing these

questions will likely involve a large collective effort over a number

of years.

2 APPLICATIONS OF MIMETIC MODELS

One way to classify the potential applications of mimetic models is

to start by considering the possible ways through which an event

in the world might be affected by the existence of such a model.

At a high level, the event might be affected because an individual

arrives at the event better prepared through their prior interaction

with a mimetic model; or the event might be affected because the

mimetic model directly participates in the event.

In the former case, we think of the mimetic model as a means

to an end, in that it prepares someone for a future interaction but

is not necessarily present when the event takes place. For example,

a mimetic model might be used to help people prepare to interact

with the actual person who is the target of the model. In this case,

mimetic models would serve as a way for people to learn how best

to achieve their goals in interacting with a person by first interact-

ing with the mimetic model of the person.

In the latter case, when the mimetic model directly participates

in the event, such a model could potentially be used as a complete

substitute for the person who is the target of the model. For such

cases, we make a further distinction between (i) scenarios in which

an event that could have occurred with the genuine target instead

takes place with the model, and (ii) counterfactual scenarios that

could not feasibly have occurredwithout the presence of a mimetic

model: for example, scenarios in which mimetic models of athletes

or artists from different eras interact with one another—a type of

interaction that could not have happened in real life.

Across all of these scenarios, we also consider the special case

where the target and operator of a mimetic model is the same per-

son. In such cases, a person might use a model of themself as a

means to an end, having the model explore the world on the per-

son’s behalf to help the person better prepare to act in it them-

self; and as an end in itself, offloading certain tasks that the person

would have otherwise needed to perform themself.

To give each of these possibilities greater substance, we consider

a range of more concrete scenarios that illustrate how this might

work, with some scenarios already visible in practice, others prac-

tically feasible, and still others being possibly feasible in the (per-

haps distant) future. In progressing through these different scenar-

ios, we hope to highlight the different ethical issues that different

uses of mimetic models might raise. We organize the section based

on the distinctions discussed above, beginning with mimetic mod-

els as a means to an end (Section 2.1), then as an end in themselves

(Section 2.2), and finally for the case in which an individual creates

a model of themself (Section 2.3).



2.1 Mimetic Modelling as a Means to an End

We first consider the ways in which mimetic models might be used

as a means to an end—that is, as a way to learn about the target of

the mimetic model so as to be better able to achieve certain goals

when interacting with the actual person in the future.

Preparing for a competition. Imagine a person who has access

to a mimetic model of a future opponent that they hope to defeat in

an upcoming chess tournament. Further imagine that the person

can rely on the mimetic model of their opponent to see how the

opponent would respond to different moves and strategies. For ex-

ample, to prepare to play the opponent at the tournament, the per-

son could play as many games against the mimetic model as time

allows. The person could also see how the mimetic model would

respond to specific positions, rather than playing a full game lin-

early to its conclusion. Or the person could make a move, see how

the mimetic model responds, and, if the move did not have the an-

ticipated benefit, take back the move to try an alternative to see

if that would be any more successful. The person could even have

super-human (i.e., non-mimetic) chess-playing agents play against

the mimetic model of their opponent to discover weaknesses that

the person would not have even thought to test for.

Such a scenario is not fantastical. Recent research has demon-

strated that it is possible to build mimetic models of particular

players when there are available records of people’s past game

play [6, 23, 34, 43, 63, 64, 68, 71, 92, 97, 98, 100], whether we’re

considering Chess [100], Go [68], Shogi [92], Hanabi [6], Diplo-

macy [43], or other games with a finite set of legal moves. In these

games, player actions can be recorded with perfect accuracy. Re-

lying on players’ past games as training data, it is thus possible

to create a deep learning-based model that would likely make the

moves of specific players. Recent work shows that building such

player-specific models is even possible with a rather small sample

of a player’s past games [64].

What ethical issues does such a scenario raise? In particular,

what, if anything, is different about a person preparing to play an

opponent by looking over the opponent’s publicly available past

game play, which is common practice in competitive chess, and

playing a mimetic model of the opponent? What advantage, if any,

does the mimetic model give the person preparing for this match

in comparison to the more traditional ways that a person might

prepare?∗ One way to try to answer this question is to compare

how the person learns under these two different scenarios. When

a person is trying to learn from an opponent’s past game play, they

must expend considerable effort reviewing all of their opponent’s

past game play and attempt to generalize from these examples—

that is, to not only memorize how the opponent has acted in the

face of specific positions, but to induce a rule from past game play

that would indicate how the opponent would act in the face of

previously unencountered positions. Reliably extrapolating from

an opponent’s past game play is a non-trivial task both in terms

of the time that must be invested by the person and the cognitive

demands placed on them. A mimetic model would essentially do

∗Participants having toomuch information about competitors’ strategies (solving
the ‘metagame’ [53, 70]) in a tournament is something that tournament operators
already know to guard against [94], since it degrades the experience for participants
and observers by reducing the diversity of strategies.

this work for the person: it would generalize from the opponent’s

past game play, relieving the person of the burden of manually

studying individual games and positions, while also likely exceed-

ing the person’s ability to generalize accurately from these past ex-

amples. Note, however, that while the mimetic model might have

assumed these burdens, the person still needs a way to learn from

the lessons that the mimetic model has drawn from the opponent’s

past game play. The obvious way that the person might try to do

this is to play games against the mimetic model or see how the

mimetic model responds to specific positions, as described above.

This then raises the question of whether learning about an oppo-

nent by playing a mimetic model of them is a more effective or

efficient way to prepare for playing them than simply reviewing

the opponent’s past game play. As mentioned, there is good rea-

son to believe the mimetic models will be able to generalize more

accurately from opponent’s past game play than humans. Indeed,

the value of machine learning in many settings is that it can de-

tect patterns and signals that go overlooked by humans. Yet it is

still an open empirical question if playing a mimetic model offers

meaningful advantages over traditional training methods.

If it turns out that mimetic models enhance a person’s ability to

prepare to play an opponent, then mimetic models have obvious

implications for fair competition, especially if mimetic models are

not universally available. We might be less concerned with such a

development if the opponent that the person is preparing to play

also had a mimetic model of the person to train against. But if only

one of the two opponents has access to a mimetic model, then it

poses an obvious threat to competition.While certain chess players

might already benefit from access to resources and training that are

not available to others, mimetic models could further exacerbate

these disparities, eroding the equal playing field on which we hope

players will compete.

Preparing for an interview. Consider a person about to under-

take a job interview who happens to have access to a mimetic

model of the person who will interview them. The interviewee

might attempt to gain an edge on the interviewer by completing

a round of test interviews with the mimetic model. In so doing,

the interviewee might learn the specific things about themself that

they would be wise to withhold and the specific things about them-

self that they would do well to highlight—that is, the interviewee

might be able to figure out how to make the best possible impres-

sion, given what they have to offer and given what the interviewer

is looking for. Access to a mimetic model of the interviewer could

also allow the interviewee to test out different persuasive styles.

Even when presenting the exact same facts about themself and

their career, the interviewee might communicate these quite dif-

ferently, with some presentations of these facts being much more

compelling than others from the point of view of the interviewer.

The interviewee might therefore test out a range of different ap-

proaches on the mimetic model, adopting a more aggressive and

boastful style in one interaction before trying out a more agree-

able and modest style in the next. The mimetic model could help

the interviewee hone their tone to increase the likelihood that the

interviewer will be left with a favorable impression. The intervie-

wee could even rely on the mimetic model to learn personal de-

tails about the interviewer that would seem to have nothing to



do with the job, but which might help the interviewee cultivate

greater rapport with the interviewer. For example, the interviewee

might learn that the interviewer is a baseball fan, that they own

two dogs, and that they had a difficult divorce. The interviewee

might try to establish some degree of affinity with the interviewer

by strategically weaving these topics into the conversation, bond-

ing over shared interests and gaining confidence by demonstrating

sympathies for personal challenges.

Note that this scenario differs from the previous one insofar as

the interaction is not zero-sum. In chess and other competitions,

one person’s gain is another person’s loss: when a person learns

the weakness of their opponent, the opponent necessarily suffers.

The situation is different in the case of a job interview because

there can be some alignment of interests. An interviewer might be

pleased that the interviewee has communicated information about

the characteristics of interest. Setting aside the possibility that an

interviewee might simply lie about their qualifications or manufac-

ture details that their interactions with the mimetic model suggest

would impress the interviewer, there can be mutual benefits to an

interviewee learning how best to interact with an interviewer. Of

course, many of the things that the interviewee might learn about

the interviewer via the mimetic model might be valuable not be-

cause they allow the interviewee to be assessed more accurately

on their merits. Instead, the mimetic model might reveal personal

qualities about the interviewer that the interviewee can exploit to

compensate for their lack of merit. It’s not obvious that an inter-

viewer would be well served by someone who has simply figured

out how to push their buttons.

Indeed, mimetic models could easily make people far more vul-

nerable to manipulation and exploitation. In everyday life, people

rarely have the chance to try their luckmultiple times to figure out

the optimal steps to get what they want from an interaction. Learn-

ing intimate details about a person—their preferences and propen-

sities, but also deeply private facts—often requires making yourself

vulnerable to the person in the process. Their is some risk involved

in feeling out an interviewer: they get to know something about

you as you try to get to know something about them.Mimetic mod-

els undermine this symmetry.

Beyond interviews.While we’ve focused on interviews, such dy-

namics apply to a range of activities in which two parties are at-

tempting to learn about and assess each other. As mentioned ear-

lier, a mimetic model might help prepare for pitch meetings, but

also interactions that seem much more distant from interviews.

Dating is a particularly useful scenario to contemplate because

our instinctive reactions to using mimetic models in that context

are normatively instructive. Imagine that � is going on a first date

with � and hopes that it will lead to a longer-term relationship;

and imagine that, as in our job-interview scenario, � prepares for

the date by interacting with a mimetic model of �. There are some

basic contrasts with the job-interview setting that may shift our

normative assessment. In particular, a job interview is fundamen-

tally transactional, and we evaluate the use of a mimetic model

against the integrity of the transaction. In contrast, a first date is

part of a potentially longer-term relationship that involves a range

of other qualities, including establishing trust as a basis for inti-

macy, and the way in which this trust is established through ex-

pectations about the nature of the interaction.

We can also ask how the use of a mimetic model differs from

other forms of preparation that � might do for their date with �,

such as asking �’s friend � for advice on what to emphasize in

conversation. We have an intuitive sense that interaction with an

actual model of � may be a qualitatively different type of prepa-

ration; this difference is reflected in pop culture’s fascination with

versions of this precise scenario, in the perfecting of repeated in-

teractions in movies like Groundhog Day. Indeed, to have access

to a mimetic model of someone begins to approximate the experi-

ence of being able to repeat a “time loop” with them. And this is

a reflection of a point from earlier in this section, that the power

of machine learning in general is to identify patterns that escape

the unaided perception of human beings. In this way, the mimetic

model of � may encode things about � that would be practically

infeasible for � to discern on their own.

The dating scenario makes salient the lack of informed con-

sent [22]. In this example and others, the mimetic-model-informed

interaction is made more powerful by the target’s lack of knowl-

edge of how the model was used. Even if the model were trained

on purely public data that the target was aware of, the model’s

(potentially superhuman) ability to provide specialized feedback

in concrete situations raises a natural concern about whether this

use requires consent. As the creator of a mimetic model often dif-

fers from the target, the question of consent persists through all of

the scenarios we consider.

2.2 Mimetic Modelling as an End in Itself

In addition to being used indirectly to inform some future interac-

tion, mimetic models could also be used directly as ends in their

own right. In this Section, we explore a number of scenarios in

which one’s interaction with mimetic models is the end goal.

Target replacement. In many cases, people will be able to deploy

mimetic models directly into important interactions. For example,

imagine that an entrepreneur runs an online tutoring service, and

employs a particularly popular and idiosyncratic tutor �. When

parents inquire about the tutoring service, they most often won-

der if � is available to teach their children. If the entrepreneur has

access to a mimetic model of �, they could temporarily substitute

the model for � when � is unable to work, for example if � is

out sick. If the mimetic model satisfies customers just as well as �

does, the entrepreneur may wonder if they still need �’s services

at all, and could opt to permanently replace � with the mimetic

model of �. The entrepreneur may even go further, and wonder if

the customer base as a whole would be more satisfied if everyone

could be served by the model of �, rather than the various other

human tutors under their employment. As another example, imag-

ine that the reigning chess world champion Magnus Carlsen is not

available to play in the online tournament you are organizing. You

could opt to substitute the mimetic model of Magnus so that the

other participants and viewers get to experience playing with and

watching a proxy of him.

As a related scenario, whenever a mimetic model is available,

there is the possibility that people will use it to have a “private



audience” with a simulated version of the target. The age-old ques-

tion “If you could have a conversation with any person, living or

dead, who would it be?” may not be so hypothetical with mimetic

models. Given access to the appropriate model, one could talk with

a proxy of a famous world leader, a respected author, or a celebrity.

These scenarios raise the clear threat of targets being devalued,

or even replaced, by their respective mimetic models. If interac-

tors enjoy interacting with the model of � as much as—or more

than—interacting with � themself, then �’s position in social and

economic marketplaces is compromised. In the more extreme ver-

sions of this scenario presented above,�’s work could even be com-

pletely replaced by thework produced by�’s model. It is important

to note that this raises a new question for the future of work, as

�’s replacement is valuable because of�’s unique qualities, which

a mimetic model can capture but a traditional ML model cannot. In

contrast, most of the discussion around automation and human la-

bor has focused on situations in which humans performing generic

tasks are replaced with generic machines. Here, individual people

who currently have no substitutes at all, human or machine, are

now threatened with the prospect of mimetic models that can par-

tially or completely substitute for them. Chess champions such as

Magnus Carlsen have traditionally commanded up to tens of thou-

sands of dollars for the chance to play them in a single game. Sim-

ilarly, top e-sports professionals are paid hefty appearance fees to

participate in events. How might this change if mimetic versions

of these players are widely available?

In addition to these labor considerations, people valued for unique

traits, outputs, or interaction styles could find themselves deval-

ued by the presence of mimetic models that capture their signature

styles to a reasonable degree. If people are satisfied by having a pri-

vate audience with mimetic proxies, the targets may consequently

be less in demand. Individuals may lose some of their social cap-

ital if part of their uniqueness is lost to mimetic models. Perhaps

even friends would be less in demand—if the mimetic version of

your friend can do a convincing job of reacting to your stories or

problems as they would, how will that affect your friendship?

Mimetic counterfactuals.Mimetic models, by generating realis-

tic actions faithful to a specific individual’s style, could be used

to play out various counterfactual scenarios. For example, fans of

creative endeavors often speculate what would have happened if

person X had been in situation Y. For example, what would have

happened if Bobby Fischer had shown up for his 1975World Cham-

pionship match with Anatoly Karpov instead of forfeiting it? How

might Mozart’s music have evolved if he had lived past 35? What

did the letters that Nora Joyce wrote to her husband James Joyce

contain before their grandson burned them? In principle, one could

employ mimetic models to attempt to answer these kinds of ques-

tions. A Fischer model and Karpovmodel could face off under 1975-

like conditions to shed light on who might have won; a Mozart

model that can extrapolate from his earlier styles to his later styles

could further extrapolate beyond his death; a Nora Joyce model

could “respond” to James Joyce’s still-existing letters (and wemight

even judge theNoramodel’s attempt to fill in the gaps by how faith-

fully a James Joyce model’s response adheres to his actual reply).

Beyond historical questions, one could also explore contempo-

rary counterfactuals via mimetic models. How would your idea

for a song have turned out if you gave it to Taylor Swift? Which

of your brilliant chess moves would the current World Champion

Magnus Carlsen have failed to find? How might a debate between

politicians go with the prompt you wish had been asked? Contem-

porary figures are just as easily modeled as historical ones, if not

more easily due to the generally increased training data available.

In all of these scenarios, perhaps the most immediate ethical im-

plication is the risk of reputational damage to the targets. To the

extent that the models are imperfect representations of their tar-

gets, they will occasionally deviate from what the target would ac-

tually do. These deviations, especially salient or problematic ones,

could alter what others think of the target. And more generally,

we cannot know how accurate a mimetic model’s behaviors are

at extrapolating to a fully counterfactual scenario. If the mimetic

simulation of the 1975 World Championship ends up with Karpov

dethroning Fischer, that could alter the public’s perception of these

two players. If the Mozart model ends up reproducing musical in-

novations that others later conceived, the credit for themmay shift.

If the Nora Joyce model outputs offensive content, historians may

think of her differently. We are familiar, for example, with simi-

lar effects arising from inaccurate public perception of real events

based on historical fiction, such as when obituaries of Mark Felt

(who served as Bernstein and Woodward’s anonymous source in

theWatergate scandal) attributed the quote “Follow the money” to

him, despite the fact that this quote was uttered only by his fic-

tional counterpart in William Goldman’s screenplay for the movie

All the President’s Men [35].

Importantly, the risk of reputational damage in these counter-

factual scenarios could actually increase with the accuracy of the

models. If mimetic models aren’t accurate, peoplewill be less likely

to trust them. A mimetic model that makes obvious or frequent

mistakes would come across more as a caricature than a realistic

representation. If one’s expectations of the model are low, then

mistakes, deviations, or questionable outputs could easily be attrib-

uted to quirks of the model rather than traits of the target. But if

highly accurate mimetic models, such as those that already exist in

chess and writing, were to generate the same mistakes or question-

able outputs, they could be interpreted very differently. An accu-

ratemimetic model engenders trust by generating realistic outputs,

including ones we can validate by comparing with the target’s ac-

tual response to the same input situations. Whatever outputs they

generate will typically be treated as more reflective of the target

rather than model artifacts.

In addition to the reputational damage that individual targets

may suffer, mimetic models may be systematically biased in their

misrepresentations. As a result, entire populations of people may

be perceived worse because of how they are mischaracterized by

mimetic models. Again, this risk is pronounced for generally ac-

curate models that engender more trust by end-users. Although

manyMLmodels have been found to be systematically biased against

particular subgroups, algorithmic bias that arises in mimetic mod-

els could pose new risks. Since mimetic models differ from each

other by definition—as they target different individuals—systematic

errors across a particular subgroup could be mistakenly attributed

to the subgroup rather than arising from correlated flaws across

many different models.



2.3 Case Study: Mimetic Models of Oneself

An interesting case arises when considering the use of a mimetic

model where the creator, operator, and target are the same person—

in other words, when an individual creates and deploys a mimetic

model of themself. Such a mimetic model may be used both as a

means to an end and as an end in itself, traversing the scenarios

discussed above and their associated ethical and social considera-

tions.

Consider the use of a mimetic model of oneself as an end. One

natural use case for such amodel is as a stand-in forwork: amimetic

model can performwork on a person’s behalf without them having

to expend any effort or time. For example, a person might create a

mimeticmodel that predicts their own responses tomessages [112],

such as e-mail fromwork colleagues, and sends responses automat-

ically on their behalf [45]. By creating and operating multiple mod-

els, the person can essentially use mimetic models as a force mul-

tiplier, to scale out their work and increase the number of people

they interact with. For example, an artist specializing in portrai-

ture could use a mimetic model to create portraits of customers,

given a photograph, in a style that mimics what they would have

created by hand [17, 107]. This would enable the artist to create

many more custom portraits than would be physically possible.

In a similar vein, a mimetic model could enable someone to pro-

vide a private audience for multiple people at the same time. For

instance, a sought-after chess coach could interact with multiple

students at the same time by having them play against a mimetic

model that captures the coach’s playing style and decisions [64],

providing each student with a private, one-on-one training expe-

rience. Although the coach could alternatively play an online si-

multaneous exhibition against the students, rotating through the

games and making each move, this would be physically and men-

tally taxing for the coach, and the quality of each game would de-

grade as more students are added. In contrast, a mimetic model of

the coach would not be subject to these physical limitations.

A mimetic model of oneself could also be used as a means to an

end. One natural use case is to allow a mimetic model to interact

with other people or entities before interacting with them in real

life, as a way of filtering or preparing for these interactions. For

example, a person who wishes to join an online dating site may be

unfamiliar with the site’s population or environment [84]. By cre-

ating a mimetic model of themself and allowing it to interact with

the online site and its participants, they can observe the outcomes

of these interactions and selectively pursue the interactions that

seem most promising in real life.

While hypothetical, several of the above scenarios are within

reach today. Large-scale languagemodels have shown great promise

in being fine-tuned to specific applications [14]; fine-tuning them

to an individual’s writing style is within reach. Personalized mod-

els of chess can already be trained with high enough accuracy to

uniquely identify each player, given a moderate number of games

per player [64]. And while artists, musicians, and authors have

long used “ghost” assistants to scale out their work, the rise of

mimetic models is bringing an unprecedented automation to this

practice.

In all of these scenarios, the target, creator, and operator of the

mimetic model are the same person. This presents a different sub-

tlety to the ethical issues raised in previous sections, because issues

of privacy or consent in the creation and use of the mimetic model

diminish—the target of themodel, being the individual themself, al-

ready embodies these rights—whereas issues of disclosure, value,

and impact become more prominent. To start with, what level of

disclosure is appropriate for the authorship of the mimetic model’s

communication and actions [93]? Should each e-mail message writ-

ten by a mimetic model be explicitly flagged as such, so the recip-

ient knows it was not written by a real person? What is the mon-

etary value of artwork created by a mimetic model compared to

artwork created by a real person? How do our answers change if

the output produced by the mimetic model is perceived as better

than what the target individual would have produced, or worse?

These questions underscore the importance of fidelity as a di-

mension for assessing the value of a mimetic model. If a mimetic

model does a poor job of mimicking the target individual (i.e., it

has low fidelity), then its value is clearly decreased and interactors

will reject the model’s similitude to the target. A more interesting

situation arises when the mimetic model has high fidelity. In this

case, even if interactions with themodel faithfully simulate interac-

tions with the real person, a person using multiple mimetic models

of themself might potentially reduce the value of each interaction.

Does a “thank you” e-mail sent by a mimetic model, however au-

thentically crafted, evoke the same level of gratitude as a message

written by the actual person? Should original artwork generated

by a mimetic model command the same price as original artwork

created by the actual person? Could a practice chess game with a

mimeticmodel of a coach provide a better learning experience than

a real game with the coach, if the coach is distracted or tired in real

life? In all of these situations, the distinction between mimetic out-

put and real output, and the relative quality of these outputs, influ-

ences the value that interactors will attribute to the corresponding

interaction.

Note that the devaluation mentioned above may constitute an

acceptable trade-off for a person: even if interactions with their

mimetic models are valued less than interactions with the person

in real life, the scalability of mimetic interactions could make them

financially advantageous to the individual. For example, a chess

coach might provide a discount for playing training games with

their mimetic model (and support thousands of students simulta-

neously), while charging substantially more for playing with them

in real life.

An interesting ethical consideration arises when amimeticmodel

of a person behaves differently than the person would, whether

in a positive or negative sense. As a positive example, consider a

mimetic model that responds to email using a level of politeness

that is higher than the target individual’s natural politeness. The

responses may be adjusted to avoid language that some readers

might find offensive; indeed, one can imagine a marketplace of

apps that filter or modulate a mimetic model’s output to achieve

desirable properties. Such intentional modifications to a mimetic

model’s output could raise ethical considerations because they mis-

represent the target individual and may be viewed as deceptive.



Mimetic models may also deviate from the target individual’s

behavior in a negative sense, for example by exaggerating a nega-

tive tendency However, since a mimetic model acts as a stand-in

for the target individual, its actions have direct implications for

the individual’s reputation and their liability in the event of harms

being inflicted on the model’s interactors. These harms extend be-

yond “noise” in the model training process and include endoge-

nous biases that exist within the individual themself, which may

be adopted or even amplified by the mimetic model. If the mimetic

model is deployed at scale, this could result in the individual’s bi-

ases being proliferated at scale. For example, if an individual who

is prone to offensive comments creates and deploys mimetic mod-

els of themself on various online dating sites, this could amplify

the effect of such individuals on these sites.

3 OVERVIEW OF ETHICAL THEMES

Having examined the ethical questions that arise when mimetic

models are deployed in a range of specific scenarios, we now dis-

cuss some of the common themes that run through these scenarios,

and their implications more generally.

Several themes recur in our analyses. First, the presence ofmimetic

models has the potential to significantly alter the relationships be-

tween people across a variety of settings. One of the simplest but

clearest demonstrations of this is in competition: unequal access to

mimetic models could substantially change the nature of who can

compete, and the outcomes that can arise from competitions. This

holds for both models used as a means to an end—e.g., in prepar-

ing for upcoming competitions—and as an end in themselves—e.g.,

in replacing real people with mimetic models of them. Relatedly,

mimetic models have the potential to seriously change how indi-

vidual people are valued. To the extent that individuals are valued

in certain settings for their idiosyncratic behaviors and products,

either socially, economically, or otherwise, and to the extent that

mimetic models can faithfully simulate these behaviors, there may

be significant effects on how people are valued. This also includes

concepts of self-worth: howpeople value themselves could be influ-

enced by how the interactions and outputs of their mimetic models

are valued. An interesting consideration for a more distant future

is how the value of human-ness itself might change in a world

where mimetic models are powerful and commonplace. Will the

role of friendship change if a mimetic model can fulfill some of

the functions that human contact currently plays; or perhaps will

in-person interactions with real people become more important,

to guarantee that you are engaging with an actual person and not

their mimetic model?

Another consistent theme across our scenarios is the increased

capacity for bad-faith activities using mimetic models. Although

we did not analyze deceptive practices in depth since they are al-

ready relatively common, mimetic models may make deception

an even more prevalent threat. Imagine a phishing attack where

a scammer pretends to be a trusted party, and can sustain a pro-

longed interaction posing as this trusted party. Mimetic models

also increase the scope for manipulation. If one can thoroughly

test how a particular target person will react to a wide variety

of prompts or actions, it becomes more feasible to identify weak-

nesses that can be exploited for one’s own benefit. Finally, the new

privacy risks posed are easy to see. Mimetic models could quali-

tatively change our ability to process past behaviors and general-

ize to novel situations, thus raising the prospect of unintentionally

leaking information about ourselves, our behaviors, and our iden-

tities.

Finally, we take note of three important dimensions of mimetic

models that appear to play an influential role in determining the

ethical consequences their use may have. First is the fidelity of the

model, or how faithfully it captures its target’s behaviors and char-

acteristics. Many of the ethical issues we have discussed become

more salient as model fidelity increases. If a mimetic model is only

passably accurate, and is often easily distinguishable from the tar-

get, then it becomesmore of a caricature than a realistic simulation.

As such, issues such as deceptive practices and reputational dam-

age become less of a concern. Second is themodality of the model,

the domain it operates in and the types of behaviors it is designed

to reflect. Clearly, amodel that can output text differs from one that

can output chess moves, and the ethical issues raised by each dif-

fers as a result. Third is the generality of the model, or the breadth

of scenarios and domains that a mimetic model can capture. Gen-

erally speaking, the wider the model’s reach, the more pertinent

the ethical concerns.

4 RELATED WORK

4.1 General Considerations

Some of the initial discussions of mimetic models occurred in sci-

ence fiction (e.g. [10, 26, 76, 103]), but our understanding of them

has becomemuchmore specific as the technology to produce them

has become concrete and increasingly available. Our discussion of

the normative considerations related to mimetic models in turn

connects to some of the central themes in the ethics of AI, in-

cluding the fairness of decisions [7, 16, 29, 90], the potential for

bias [12, 39, 50, 80], and potential shifts in accountability [49].

Mimeticmodels also introduce questions related to data access [114]

and informed consent [22], and may benefit from strategies such

as Model Cards [67] to address these issues. When mimetic mod-

els are produced on anonymized data, they introduce the risk of

deanonymization through their behavior, based on some of the

principles in the privacy literature [72, 113]. Mimetic models con-

tain significant potential for deception as well, and the issues here

are related to the issues that arise with deepfakes [102], as we dis-

cuss next. Some of the concerns associated with this type of de-

ception are fake announcements by public figures [3], devaluing

of performers [88], and fake news [111].

4.2 Related Concepts

As noted in the introduction, it is useful to explore the relationship

between mimetic models and related concepts at the boundary of

AI modeling and human behavior. We consider a number of these

in this subsection.

4.2.1 Deepfakes. Deepfakes raise normative concerns that over-

lap those encountered with mimetic models. The term deepfake

refers to a set of techniques for manipulating video or images to



replace or generate the likeness of a person.† The name originates

from a deep-learning face-swapping program, popularized by the

Reddit user deepfakes, that allows a user to replace the face of an

actor in a video (or still image) with that of another target [99, 101].

Importantly, the requirements for training the model are low, the

system can be run on a single consumer-level GPU, the replaced

video can be low resolution, and the number of samples required

for the target can be as little as a single image.‡

Expanding beyond this specific origin, the term deepfake has

grown to acquire a broader definition in the culture more gen-

erally (e.g. [4]), and is now viewed as a key component in fake

news [54, 56]. As noted in the introduction, a key distinction be-

tween even this broader framing of deepfakes and the concept of a

mimetic model is the fact that mimetic models are designed for in-

teraction in new situations. We require mimetic models to be able

to interact with people, in which they take some action, observe

the response, and take another action based on the response. In

contrast, deepfakes are typically pre-generated for a single planned

behavior. One way to think of the relationship is to note that a

mimetic model could naturally be used to generate the text spo-

ken by a deepfake model. Of course, the distinction is not absolute,

and adding interactivity to a deepfake would produce a type of

mimetic model.

4.2.2 Digital Avatars. Many people employ visualization of their

online persona that is distinct from their own physical body, be

it a simple cartoon image or a complex 3D model [24, 95]. These

avatars act on behalf of the "target", to use our framework’s termi-

nology, either directly under the control of the target or in some

pre-programmed way. Thus the concerns that misuse or mistreat-

ment [21, 40] of avatars raise has overlap with those of mimetic

models. Additionally, people can become attached to their avatars

both emotionally [31, 105] and through their physical representa-

tion [75, 108]; having a virtual representation of yourself can in

some cases lead to a phenomenon known as the Proteus effect [109,

110], in which people adapt their behavior based on characteristics

of the avatar. The use of avatars to test new experiences overlaps

with the use of mimetic models as proxies, as we discuss in Sec-

tion 2.2.

4.2.3 Style Transfer. Style transfer [32, 55, 57] is a technique in

which an algorithm transforms a piece of media to render it in the

style of a specified target author. Style transfer techniques typically

use a single static initial image [32], video [89], audio clip [18], or

other representation [60]. However, at a broader level of abstrac-

tion, they can be viewed as creating a special-purpose mimetic

model of the target author, for the purpose of interacting with a

prompt to produce new work in the target author’s style.

4.2.4 Multi-modal generative agents. There has been ongoing progress

inmachine learning systems that translate prompts such as ‘AMayan

warrior getting ready, in the style of Rembrandt’ [77] into an image

matching the prompt—e.g., ImageBERT [78], ALIGN [47], CLIP [79]

andDALL·E 2 [82, 83], or the reverse (images to text) like Flamingo [5].

†The techniques are not limited to humans, but we focus on their application to
humans here.

‡More angles/lighting conditions lead to a better result, so multiple images are
required to generate a more dynamic set of outputs.

These systems allow for outputs that mimic the styles of specific

individuals, and can be fine-tuned to allow for style transfer [59].

Generating mimetic models is not the main goal of these works,

but they may be the foundation for mimetic models.

4.2.5 Model Personalization. Personalized systems are those that

adapt their outputs to the user they are interacting with [61]. This

is often done by creating a model that interacts with a user over

time, maintaining and improving a representation of the model’s

knowledge about the person [48, 106]. The task is thus a type of

mirror image to what a mimetic model does: personalization seeks

to create a model that can make optimal responses to a user, while

a mimetic model instead seeks to act as a stand-in for the user and

generate responses in their stead.

4.2.6 Legal Stand Ins. A non-computational analogy to mimetic

models in the off-line world can be found in the way that legal

systems allow for proxies [25], power-of-attorney, or other mech-

anisms to allow a designated individual to make decisions that are

intended to represent the intent of a specific target person. As a

result, the history of ethical considerations involving proxies can

provide insights into the corresponding issues that may arise with

mimetic models [87].

4.2.7 Other Concepts. Finally, we touch on a few additional con-

cepts more briefly.

Recommender Systems. Systems that recommend content bymodel-

ing a user’s preferences [9, 85] are not mimetic in our sense, since

they are not generating behavior on behalf of the user. However,

we can imagine ways in which mimetic modeling ideas could be in-

corporated into a larger recommendation context, such as through

mimetic modeling of the next movie selected to play (i.e. autoplay

behavior) [46].

Work Automation. There is of course a vast literature on automa-

tion, and the ways in which AI in particular is replacing certain

categories of jobs [1]. Our analysis overlaps with this literature

only to the extent that jobs are being replaced by models of spe-

cific workers, rather than the typical practice of designing AI or

ML systems to perform well on the underlying task in a generic

or aggregate sense. This distinction also applies in the context of

automation via robotics [2, 51].

Prediction. There are well-established methodologies for convert-

ing a generative system to a predictive one [73], and via this prin-

ciple mimetic models can be used to predict a person’s behavior,

simply by observing the behavior that is generated by the model.

This translation implies that mimetic models share the same con-

cerns about predicting the behavior of individuals [20].

Speculative Fiction.As noted at the start of this section, many of the

ethical issues we discuss here are also found in works of fiction [27,

62]. Fictional approaches to these questions are not bounded by

real-world constraints, and so they are often much more exagger-

ated in their formulations than what we consider here. For exam-

ple, works like David Brin’s Kiln People [10], Greg Egan’s Zen-

degi [26] or Vernor Vinge’s The Cookie Monster [103] all directly

discuss the implications of high-fidelity models of specific people

and their ethical implications.



4.3 Current Applications of Mimetic Models

One of the main realized uses of mimetic models in practice to-

day is for game-playing. As a general domain, games provide both

highly detailed behavioral data [41, 66] and easy creation of computer-

controlled players [11]. There are also financial incentives for game

vendors to provide mimetic models as a feature for users [34, 71,

97, 98]. Chess [63], Go [91] and other [43] tabletop games have also

been studied in the context of creating human-like models, usually

with a focus on human-compatible agents [42] or creating tools for

teaching humans [64].

Mimetic models have also been investigated in educational set-

tings, with the creation ofmodels of both student [33] and teacher [13]

behavior. In these cases, however, the generative nature of themod-

els was not the focus of the research. Content-filling algorithms

such as in-painting brushes [38, 52] can also be viewed as a type of

mimetic model, raising similar issues to applications in text gener-

ation discussed in Section 2.3. Finally, mimetic models have been

used to encode individual artistic style; one example is in archaeo-

logical studies of pottery [81], where the goal is to generate similar

pieces of pottery based on the styles of specific artisans, or models

like DALL·E 2 [82] that can create an image in the style of a specific

artist matching a prompt.

5 CONCLUSION

Mimetic models represent a complex new direction in the use of

AI to model human behavior—one in which models are tailored to

match the behavior of specific individuals, and in settings that al-

low for rich interaction with others. We have seen that mimetic

models surface subtle ethical and social considerations across a

wide range of scenarios—including as forms of preparation for fu-

ture interactions with real people (in a competition, an interview,

or a date); as an end in themselves to study counterfactuals or to

provide spectator experiences that would be hard to produce using

real people; and as a way for people to create realistic stand-ins for

themselves. We believe that the framework here suggests a number

of directions for further investigation, including more extensive

domain-specific considerations as more powerful mimetic models

become available across an increasingly wide array of contexts.
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